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Motivations for this paper
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e Information fusion by coherent lower previsions (CLPs)
July 17th, 2009

e Qur first attempt to “play” with CLPs
(and a pedagogical example of how this can be done)

Aggregation Bayesian combination
e Two (or more) sources providing information about X e An auxiliary variable for each source A sourees A,
e Information aggregated by the fusion center (FC) e Sources return conditionals P (X|a1) Py(X|az)
e Bayesian case (probabilities multiply) e A prior for each source Pi(Ay) P>(As2)
* Belief functions (masses multiply) « This defines a joint for each source 1 1
o ... . Pi(X, A1) Pa(X, Az)
e Conditionals through Bayes’ rule
e Credal sets (next talk) ol et A l l
 Coherent lower previsions (this talk) * viodetrevision 0 rom sources Pi(A1lX)  Pa(A2|X)
e Sources independent given X l l
. PX = F[P¥X, PX] e FC has its own prior FC  PR(AilX)  Po(A2]X)
P Ai(X) \ , « FC joint by chain rule NS
my () Fusion Po(X) Po( A1 |X) Po (As] X) Po(A1, A2 X)  Po(X)
Center 0 L 0 .2 l /
Py Py(X) P = . e Aggregated posterior by Bayes Po(X, Ay, As)
o () () o< Au(w) - Po() Po(Xlax, a2) o< Fo(X)Po(X|ax) Po(X]az) !

mO('Z') X leﬂrzzx m1($1) ’ TnQ(wZ) P (X| )
0 ay, a2




Extension to coherent lower previsions

« Each source returns a conditional CLP (P1*" and P3'142)
« Sources priors are also CLPs (P:"* and P3?)
« Joint by marginal extension Bf’Aj(fj) = B;.“j ( pX14i (filA; ))

e Conditionals Bf‘”x and £§2|X by GBR/regular extension

AjIX _ pAjIX

e Model revision from sources to FC P’ =P

e Epistemic irrelevance of the sources given X,

conditional P 42¥

by independent natural extension
e FC has its own prior CLP P
o Joint by marginal extension Py"*"2(g) := P <PA1 o128 ]X))

e Aggregated posterior CLP BOX|A1’A2 by GBR

A closed formula for linear vacuous mixtures

e Explicit computation for a special class of CLPs

P (filag) i= &7 ¥ pilalaj)fi@a;) + (1= &) min f(z a;)

e If the FC has a vacuous prior, it will never learn from the sources

e If the sources are vacuous, the FC keeps its prior as a posterior

e In general P} Kl (g]al, ..., ay) is the solution y of
0=co 3 {[20" " (gayy1 - B X U ian) 19 g(aiay i) - iz 0}
reX
PP X g e PE X a9 g (may . an) <0} ] (9@ @15 s An)—w)po (@) }
+ = o) min {[Pg 1 gayy 1o PO I 190 g0y, an) -0y
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Checking coherence

« Coherence required only “separately” P X4 PyXl42
A A
for the sources and the FC Pyt Py
e Sources coherence: trivial because pXs pX.As
of marginal extension 7J, 7J,
e FC coherence: the separately philx palX
coherent conditional lower previsions d d
x . ‘
P and PY are jointly coherent pilX pi2X
(proof in the paper) N
BA1 Asg|X Bgf
PXA,Al,AQ
B()X‘Al , Ao

Application to Zadeh’s paradox

A patient disease X (meningitis, concussion or brain tumor)

e Two doctors (sources) A; and A,

e Doc A;: 99% meningitis, 1% brain tumor, concussion cannot be
e Doc As: 99% concussion, 1% brain tumor, meningitis cannot be

o After aggregation, either Dempster’ and Bayesian combinations
say tumor 100%

e Our aggregated diagnosis is PXlA1 =

* If both doctors are reliable, P, (X a1, az) as in the Bayesian case

e Conflict: (at least) one of them should be unreliable

e We compute Py(X|{—a1,az2} U{a1,-az} U{-a1,-as})

e The patient suffers from either concussion or meningitis!




