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About meAbout me....

• Position: Researcher and “aggregate” Professor in Probability & 
Statistics

• Research interests:

• Inference via coherent conditional assessments

• Uncertainty qualitative orderings

• Use of logical tools in coherent probability models to  reduce 
computational complexity

• Correction of incoherent conditional assessments

““partial” modelspartial” models

About About GiulianaGiuliana....

• Position: Associate Professor in Probability & Statistics

• Research interests:

• Robust Inference in Probability under Vague Information

• Uncertainty qualitative orderings and their representation

• Bivariate exponential distributions

• Asymptotic distribution of density ratios

• Discrepancy measures among conditional probabilities

About FrancescaAbout Francesca....

• Position: PhD student in Mathematics and Computer Science

• Research interests: ??



About the origins of the paper…About the origins of the paper…



About the paper…About the paper…
• Framework: conditional probability assessments

– domain

– interval probabilities 

– logical dependencies (incompatibilities, implications, ...)

• Aims:

1. To correct incoherent assessments
empty (credal) set of compatible full conditional distributions

2. To aggregate conflicting opinions
different coherent sources of information

incoherent aggregation

(incurring in a uniform loss)(incurring in a uniform loss)



About the main tool…About the main tool…

• The discrepancy

conditional

assessment
unconditional

prob. distr.
• Originated by the scoring rule

• Discrepancy vs Divergence

– Coherent sets of conditional 

assessments (in general) not 

convex



About the procedure for imprecise About the procedure for imprecise condcond. prob.…. prob.…

• Iteration of parametric optimization problems

the discrepancy

one bound fixed

others remain 

intervals

coherence 

constraints

normalization to H0=V Hi

• obtaining 2n coherent precise assessments…

• …whose lower/upper envelope give the solution



Final remarksFinal remarks

-- Discrepancy can be generalized to a “weighted” Discrepancy can be generalized to a “weighted” 

version.…version.…

-- This is a preliminary study. In particular:This is a preliminary study. In particular:

-- some theoretical details must be fixed some theoretical details must be fixed 

(e.g. uniqueness of (e.g. uniqueness of lucluc ))

-- comparison with different aggregation comparison with different aggregation 

operators is needed operators is needed 

(especially with respect to practical applications)(especially with respect to practical applications)

-- for large scale problems, computational for large scale problems, computational 

complexity must be overcome by heuristicscomplexity must be overcome by heuristics



For details and simple examples.…For details and simple examples.…
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