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Abstract

In this paper we suggast 5 proce
dure to adjust an inocherent condi-
tional probability sssessment given
on a partial domain. We look for a
solution that tries to attain two sep-
arate goals: on one hand the =olo-
tion shonld be as closa as possible oo
the initial assessments, on the other
hand we do not want to insert more
information than we had at che he
ginning. The first goal is achieved by
minimizing an appropriately deflned
distance among assessments, while
for the second we look for a “maxi-
mum entopy” like solution.
Keywords: Conditional probabil-
ity ocoherencs, Divergence, Sooring
Tulas.

1 Introduction

In practical applications it is patural to give
evaluations of probakility only of relevant
events; morecver it can happen that these
evaluations do not fic well with each other, es-
pecially when coming from differant souroes.
Another common feature is that events are
judged under specifle circumstances, implying
a conditional assessment.  Often che assess-
ment is intended to bhe used for inference pur-
poses, e to see how a furcher (conditicnal)
event can be evaluated consistently with the
initial sssessment. OF coarse, the inferential
resules are meaningful only if the prior infor-
mation encompassad in che initial assessment

is coberent by icself. I not, a modifleation
is required. Usnally such a problem is solwved
with a revigion of the initisl evaluations. W
proposs a methodology for choosing an assess-
ment correction automatically, A similar pro-
posal can be found in Kriz [9].

Therefore our input consists of an incoherent
condicional probability sssessment given on a
partial domain. We want to fnd a osherent
asseasment on the same domain that will pre-
s=rve the opinion expressed by the initial as-
s=esment as much as possible, without intro-
ducing exogenous information. This goal is
obtained by minimizing some kind of distance
among partial conditional assessments.

{Pzendo)distances among probabiliy  discri-
bucions are wsually messured chrough diver-
pencies (eg.  Euclidean distance, Kulback-
Leibler divergence, Osiszir [Fdivergences,
et} Some of them can be applied only
among unconditional full probabilicy discri-
bucions; others could be applied to our con-
texct of partial conditional assessments (ses
for example [9]), but do not have any prob-
abilistic justification, being purely gecmetri-
cal tools, Henos, for our purpoes, in this pa-
per we introduce an index of “discrepancy™
among partial conditional probability assess-
ments which i= derived by & particular scoring
rale. Such a scoring rule is inspiced by che
one, introduced by Lad in [11] for uncondi-
ticnal probabdlity distributions, and adapted
hare to conditionallogical srguments.

Independently of the divergence used to ex-

trapolate the closest coherent assessment, for
inferance purposse, among all the compatible
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1 Introduction

In this paper we deal with incoherent partial conditional proba-
bilities assessments. Such kind of evaluations arise because often
it is natural to give evaluations of probability only of relevant
events, that are judged under specific circumstances. And it can
happen that the numerical values do not fit well with each other,
especially when information comes from different sources.

Inconsistency, if not adjusted, can be dangerous. In fact, often
the assessment is intended to be used for inference purposes, i.e.
to see how a further (conditional) event can be evaluated econ-
sistently with the initial assessment. Of course, the inferential
results are meaningful only if the prior information encompassed
in the initial assessment is coherent by itself.

Hence it is quite natural to search for a coherent assessment on
the same domain that will preserve the opinion expressed by the
initial assessment as much as possible, without introducing ex-
ogenous information. This goal is obtained by minimizing some
kind of distance among partial conditional assessments.

Distances and pseudo-distances among probability distributions
are usnally measured through divergencies (e.g. Euclidean dis-




Framework: conditional probability assessments
— domain E = [EI‘HI .._E”‘H-“]

— interval probabilities lub = ([lby.uby], ..., [lby, uby])

— logical dependencies (incompatibilities, implications, ...)
. Aims:
1. To correct increrent assessments

empty set of compatible full conditional distributions
M = {P coherent |lb; < P(E;|H;) <ub;,i=1,....,n} =

2. To aggregate conflicting opinions

(53 — [E1.3|H1.3:~ R En.3|Hn..3} ) lub® = (Ublb 'u'bl.s]e ce ey [zbn..ﬁ: 'u'bn.SD) se s

=
e |

iIncoherent aggregation @
¢ !
e=]Je
s€S Ez 55 Hz s; = E’i,SkH’i.Sk
$ + some coincidence relations
lub = [ ] lub* H;s, = Hi,
\. ses




conditional

unconditional

assessment

|Qated by thenscoring rule

S(p) = Z £ H; | Inp; + Z =B H; [ In(1 — p;)
=1 1=1

prob. distr.

* Discrepancy vs Divergence

— Coherent sets of conditional
assessments (in general) not
convex

F{CIB)



About the procedure for imprecise cond. prob....

 lteration of parametric optimization problems f e {1,...,n}

minimize A(v, ) =) | the discrepancy

under the constraints

v =1by or vy = uby =) | onebound fixed

Vi [b; < v; < ’u,b'ﬂn:> others remain

% f b= — ‘ intervals
(Y, — E Y- |:'> coherence

Z J Qk J e constraints

Jrw; CERHY Jiwy; CHy,

o € Ag =) | normalization to HO=V H,

* obtaining 2n coherent precise assessments...
Q= {gf,ﬁfgf =1,...,n}
« ...whose lower/upper envelope give the solution

le; == min q(FE;|H;) ue; = max q(FE;|H;)
qeQ g

qeQ

=



Final remarks

- Dlscrepancy can be generallzed to a “weighted”

version....a" .« —Zu (i) (@ 1n(%) + (1 - ) n(F=2) )
- Thisis a prellmlnary study. In particular:
- some theoretical details must be fixed

(e.g. uniqueness of luc )
- comparison with different aggregation
operators is needed

(especially with respect to practical applications)
- for large scale problems, computational

complexity must be overcome by heuristics
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BASIC NOTIONS

We formalize the domain of the evaluation through a finite family of conditional events of the type
&= [EL|L, .. EnlHa]

and the sample space spanned by the basic events Ey,.... E, Hy,.... Hy is given by

{1y ik

where w; represents a generic atom, in some context named “possibie world *.

o

The numerical part of the assessment is elicited through interval values
Tub = ([tby, uby], ..., [, )
thought as honest ranges for the probabilities p; = P(Ei|H), i = 1.....n.
Denoting by v the set of coherent precise conditional assessments compatible with (€, lub), i.s.
M= {P coherent|ib; < P(E;|H;) < ubsi=1,...,n}
we shall focus on the situati ith an it characterize incohgrent assessments (with

Zvery pr distribution >nds to a non-negatt

wCE

ributions over
P = 1.k} is the prob

arstributie:

o 4p:= {a & Ala(H") = a(\/ H;) = 1} is the subset of probability distributions on 2 that concen-
rate all the probability mass an the contemplated scenarios;

o Ay = fa s Aga(Hy) > 0i=1,...,
to every scenario;

o Ayis the subset of probabiliy distrib
probabilities.

3. CORRECTING INCOHERENT

By fixing an index 7  {1,...., n}. we can find two coherent assessments q  and 1 on &, induced

by the solutions of the following two parametric optimization problems

minimize A(v, a) m
under the constraints
vp=lby or wp=uby

ViEf bi<w<ubiie (..., 0}
n
S EHe
By letting the index f vary over the full range 1, ..., we obtain a st of 2n coherent assessments
Q= {apdn S Jm}

Hence the imprecise assessment on £

les

e G B,
bR

is coherent and can be adopted as correction of lub.

Example 1
- i !
Heo — H

|

=

DISCREPANGY MEASURE

Assosiated to any precise assessment p = [p1

Pal € (0, 1) over £ we canintroduce a scoring
rule

S(p) = 3 B Inp+ 3 [REH:| (] — pi)

where |- | is the indicator function of unconditional events and the value of 5(p)when the atom
w, occurs is

Sip)= > hp+ 3. I(l-p,

G EH oy By

We can now introduce the “discrepancy” between a precise assessment p over & and a distribu-
tion a = A;

with respect 10 its induced conditional coherent assessment qc, s
3

Alp,a) = Ea(S(qa) — S(P) = 3 a5l %;(aa) — 55(p)]
=i

It is possible to extend by continuity the previous definition of Afp, a) to any distribution ain Ay
with

Alp.a) Z!m% \al E;H;) + In( t =

For the disar p. properties hol
«Afp,a) >0 Y
Alp,a) =0 iffp

« Alp, ) is convex of

+ A(p, ) always admits a minimum on 4;;

any distribution a = Aq that minimizes.

e on g\ Ay,
1t conditional B8 abilities (qa); on the conditional events.

AGGREGATING GONFLIGTING OPINIONS

Evaluations are assessed on £° = [y 4| H] .. Enp < Hy.o). with the index s
different sources; £ = \/szs £° is the joint domain.

= 5 expressing the

If we have two different ranges. [, u&] and [15!", ub] associated to the same Ej|H; & £, we
can associate the second interval 1o a new conditional event £7| !’ and increase the logical
relationships with

EH,=E/H' | H=H
In this way, we will have the different opinions jeined in a single imprecise (incoherent) assess-
ment (£, lub); and its correction (£, luc) will represent an aggregation result.

Since luc is a coherent imprecise assessment, equal intervals will be associated to coincident
elements of £,

Example 2
=H B
l x ‘ £ I
e q

WEIGHTED AGGREGATION

Itis possible to associate different weights to the elements of the joined assessment (&, lub);

denatingby w — [wy, ..., un] suchweights, the expression of Afv, ) in the optimization problems.

(1) becomes "

A‘\\‘(u:Zw.mHz\(q:lm%\-i-\l—q:\b\ ) @
Example 3 -
: 1 EECp=——
== HEE= H=




