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Abstract

This paper investigates Factored Markov Decision
Processes with Imprecise Probabilities; that is,
Markov Decision Processes where transition probabil-
ities are imprecisely specified, and where their speci-
fication does not deal directly with states, but rather
with factored representations of states. We first define
a Factored MDPIP, based on a multilinear formula-
tion for MDPIPs; then we propose a novel algorithm
for generation of I'-maximin policies for Factored MD-
PIPs. We also developed a representation language
for Factored MDPIPs (based on the standard PPDDL
language); finally, we describe experiments with a
problem of practical significance, the well-known Sys-
tem Administrator Planning problem.

Keywords. Imprecise Markov Decision Processes
(MDPIPs), Probabilistic Planning and PPDDL,
Knowledge Representation Languages, Multilinear
programming.

1 Introduction

Sequential decision making is an essential activity in
many domains, ranging from operations research [22]
to robotics [29]. The last forty years have seen steady
interest in Markov Decision Processes with Imprecise
Probabilities (MDPIPs), since the seminal work by
Satia and Lave Jr. [24]. Several algorithms have been
developed for “flat” representations of MDPIPs, that
is, representations that explicitly deal with individual
states and transitions between states [13, 28, 34].

In this paper we focus on factored representations for
MDPIPs. A factored representation deals with state
variables that compactly encode a possibly large set
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of states. Factored versions of Markov Decision Pro-
cesses (MDPs), where all probabilities are precisely
specified, have received considerable attention [3],
particularly in connection with large planning prob-
lems that arise in artificial intelligence. In fact, the
leading representation language for probabilistic plan-
ning, PPDDL, is essentially a fragment of first-order
logic that can specify Factored MDPs by using predi-
cates to encode states [35]. In our previous work [28],
we have briefly discuss Factored MDPIPs as we ex-
amined algorithms for “flat” MDPIPs. In the present
paper we aim to: (1) give a definition of a factored
MDPIP; (2) present an algorithm for policy genera-
tion; (3) propose a language for compact specification
of factored MDPIP and (4) show some experiments
with a well-known practical problem.

In Section 2 we review basic concepts on Factored
MDPs. 1In Section 3, we describe the theory of
“flat” MDPIPs and the relevant literature. In Sec-
tion 4 we define factored representations and the
PDL; language, a variant on PPDDL. In Section 5 we
present an algorithm, which we call FACTOREDMPA
(Factored Multilinear programming-based approxi-
mation), that produces I'-minimax policies by re-
sorting to Approximate Nonlinear Programming, and
we show the performance of this algorithm in a
well-known sequential decision problem described in
PDL;, the System Administrator Planning problem.

2 Markov Decision Processes and
their Factored Representations

In this section we review basic facts about MDPs and
the high-level representation language PPDDL.



Markov Decision Processes (MDPs) encode possibly
infinite sequences of decisions under uncertainty [1,
22]. We are interested in MDPs that consist of (i)
a countable set 7 of stages, such that a decision is
made at each stage; (ii) a finite set S of states; (iii)
a finite set of actions A(s) for each state s; (iv) a
conditional probability distribution P; that specifies
the probability of transition from state s to state s’
given action a at stage ¢, such that probabilities are
stationary (do no depend on t) and written P(s'|s, a);
(v) a reward function R, that indicates how much is
gained (or lost, by using a negative value) when action
a is selected in state s at stage t, such that the reward
function is stationary and written R(s, a).

The state obtained at stage ¢ is denoted s;; the action
selected at stage t is denoted a;. The history h; of
an MDP at stage t is the sequence of states and ac-
tions visited by the process, [s1,a1,...,a:—1,S¢].
The Markov assumption for MDPs adopts
P(s¢|lht—1,at) = P(s¢|st-1,a;). The main con-
sequence of the Markov condition is that P(h¢|s1)
factorizes as P(s¢|st—1,a1—1) P(8t—1|St—2,at—2) ... X
P(s3]s2,a2) P(s2|s1,a1). A decision rule di(s,t)
indicates the action that is to be taken in state s at
stage t. A policy m is a sequence of decision rules,
one for each stage. A policy may be deterministic
or randomized; that is, it may prescribe actions with
certainty, or rather it may just prescribe a proba-
bility distribution over the actions. A policy may
be history-dependent or not; that is, it may depend
on all states and actions visited in previous stages,
or just on the current state. A policy that is not
history-dependent is called Markovian. A Markovian
policy induces a unique probability distribution
over histories. Moreover, a Markovian policy needs
only specify the prescribed action for each state:
7 : S — A(s), where 7(s) is the action recommended
by the policy 7 for the state s.

To compare different policies we adopt the discounted
expected reward with infinite horizon [22]; in this case
the solution is given by the Bellman equation as fol-
lows. First, introduce the concept of value function
V. : S — R, that defines the value of state s based on
the values of the possible successor states s’ € S:

Vi(s) = R(s,m(s)) +7 Y P(s'|s,7(s))Va(s').
s'es
The factor «y in this expression is called the discount

factor of the MDP [22, p. 125].
For MDPs the optimal value function, represented by

V*, is the value function associated with any optimal
policy. Then, the Bellman equation is [14]:

Vi(s) = max {R(s,a) + 7 > P(sls, )V (s}
s'eS

The Bellman equation can be also formulated as a
linear program [18]:

n‘}i*n : ;V*(S) (1)

st. 1 V*(s) = R(s,a) +7 Y P(s|s,a)V*(s"),
s'es

Vs e S ae A(s).

Basically, we force V*(s) to be greater than or equal
to max{R(s,a) +v >, cq P(s']s,a)V*(s")}; by min-
imizing )  V*(s), we obtain the maximum value of
the righthand side.

We now consider factored representations of MDPs;
that is, MDPs where states are compactly specified
using variables/predicates. In a Factored MDP, states
& are represented by a set A = {X1, Xo, ..., X,,} of
variables. Thus, a state £ € S is represented as a
tuple {21, x2, ..., x, } where z; is the value of the state
variable X;. Note that the size of S is exponential
in the number n of variables.!. Recent results have
shown that it is possible to solve a Factored MDP
with billions of states [12, 3].

In a Factored MDP, the reward function R(Z,a) can
be defined by the sum of local-rewards R;(Z, a).

R(#,a) =Y R;(#,a). (2)

The scope of each local-reward function R; is typ-
ically restricted to some subset of variables D; C
A = {X;,...,X,}, defined for each pair £ € S and
a € A(Z).

The next step is to encode the transition probabili-
ties. For each action a we define probabilities using
a Dynamic Bayesian Network (DBN); that is, a di-
rected acyclic graph with two layers: one represent-
ing the actual state and other representing the next
state (Figure la). The nodes are denoted by X; and
X/ for variables in the actual state and next state, re-
spectively. Edges are allowed from nodes in the first
layer into the second layer, and also between nodes in
the second layer. We denote by pa(X/) the parents
of X! in the graph. The graph is assumed endowed
with the following Markov condition: a variable X/ is
conditionally independent of its nondescendants given
its parents. This implies the following factorization of
transition probabilities:

n

P(#|%,a) = [ P(zilpa(X}), a); 3)
i=1

1 Although the complexity of an MDP is P-Complete, i.e, an
MDP problem is solved in a polynomial time in the size of the
state space, it is exponential in the number of variables [20, 21].



B RRRRELEEELEELY
X =
2
0.9
0.95
0.01

0.01
0,33
0,35
0.01
0.005

x
x

i
N
i

b)

M T T A 444 X
T A A=m44
R R R I

Figure 1: a) A DBN for an action a; b) a conditional
probability table for the state variable X3.

that is, the probability to go to &’ € S, given the agent
is in state & € S and executes the action a € A(Z), is
the product of the conditional probability of the agent
being in a state where X] = z; given the parents of
X/ and the action a € A(Z) (Figure 1 b). We call P,
the set of conditional probability tables of a DBN for
action a.

There are many methods to generate exact and
approximate optimal policies for MDPs and Fac-
tored MDPs, including value and policy iteration.
The technique of Approximate Linear Programming
(ALP) [25] has recently been revisited as one of the
most promising methods for solving complex Factored
MDPs. Refinements for the ALP approach, geared to-
wards Factored MDPs, have been developed over the
past few years. The basic idea is to solve an MDP,
formulated as Problem (1), by defining a set of ba-
sis functions and by using them to construct an ap-
proximation of the optimal value function, denoted by
V(&). Basis functions are provided by domain experts
or automatically generated [21, 17]. Given Z € S and
a set of of basis functions H = {hq, ..., hy}, V*(Z) can
be approximated using a linear combination of H:

k
V(@) = > wihy(@) @)

The quality of the approximation depends on the algo-
rithm used to find w = (w1, ..., wg), such that Equa-
tion (4) is a good approximation for V*(Z). Thus, the
ALP formulation of an MDP, given (1), (2) and (4),
is the linear program:

k
Hti]n : Zzwzhz(f) (5)

Z =1

j=1

k
s.t. szhz(f) > ZRJ(f, a) +
i=1

k
v Z P(Z|%,a) Zwihi(f’),
Fes i=1
VI € S,a € A(T).

The number of variables in the linear program (5)
can be smaller than |S|, depending on the number
of basis functions we have. However, the number of
constraints does not change. ALP does not provide
computational gains if we do not exploit the factored
structure. In Section 5 we will discuss this fact in
more detail.

In the last few years, many knowledge representa-
tion languages have been proposed for specifying fac-
tored MDPs. The most popular such language is
Probabilistic Planning Domain Description Language
(PPDDL)[35], a language based on first-order logic
that has been applied to practical planning problems.
In Section 4 we extend PPDDL to factored MDPIPs,
and there we present the language in more detail.

3 Markov Decision Processes with
Imprecise Probabilities

An MDPIP is simply an MDP where transition prob-
abilities may be imprecisely specified. Note that the
term MDPIP was proposed by White III and Eldeib
[34], while Satia and Lave Jr. [24] adopt instead the
term MDP with Uncertain Transition Probabilities.

To specify an MDPIP, one must specify all elements
of an MDP except the transition probabilities; now
one must specify a set of probabilities for each tran-
sition between states. We refer to these sets as tran-
sition credal sets. We assume stationarity for the
transition credal sets K(s'|s,a). We also assume
that each history h; is associated with stationary
probability distributions P(s¢|s¢—1,a¢—1) that them-
selves satisfy the Markov condition (and of course
P(s|si—1,at-1) € K(s¢|si—1,a:—1)). That is, our
MDPIPs are elementwise-stationary [28].

A few definitions are needed. We adopt elementwise
conditioning: K (X|A) is obtained from K (X) by con-
ditioning every distribution in the credal set K (X) on
the event A. The notation K (X|Y) represents a set
of credal sets: there is a credal set K(X|Y =y) for
each nonempty event {Y = y}. Given a credal set
K(X), we can compute lower and upper probabili-
ties respectively as P(A) = inf pc ¢ P(A) and P(A) =
suppex P(A). We can also compute lower and
upper expectations for any bounded function f(X)

as E[f] = infpex B[f] and E[f] = suppeg E[f],



and likewise for conditional lower/upper probabili-
ties/expectations. We assume all credal sets to be
closed, so infima and suprema can be replaced by min-
ima and maxima.

There are several criteria of choice for selecting poli-
cies in a given MDPIP, even if we fix a single util-
ity and focus on discounted infinite horizon. The
I'-maximin criterion selects a policy that yields the
supremum of lower expected reward. In the context
of discounted infinite horizon, there is always a de-
terministic stationary policy that is T-maximin [24];
moreover, this policy induces a value function that is
the unique solution of

V*(s) = sup irlgf <R(s, a)—|—”yz P(s'|s,a) V*(s’)) :
S (6)

subject to the fact that probabilities must belong to
given transition credal sets. Given our assumption
that sets of actions are finite and credal sets are closed,
we can replace sup and inf respectively by max and
min in this expression.

A few other criteria of choice are worth mention-
ing. The I'-maximax criterion [24] selects a pol-
icy that yields the supremum of upper expected re-
ward [33], while the T-maximix criterion selects a
policy that yields the maximum of a(maxp V) +
(1 — a)(minp Vz), for some a € (0,1). Other crite-
ria seek sets of admissible policies, such as the Inter-
val Dominance, Maximality and E-admissible criteria
[15]. There are strong foundational reasons to side
with the most restrictive of the last three criteria;
that is, to adopt E-admissibility [26]. However, in
this paper we adopt the I'-maximin criterion due to
its popularity in the existing literature on MDPIPs.
We certainly hope to examine other criteria in our
future work on Factored MDPIPs.

There are algorithms for solving flat MDPIPs based
on dynamic programming [24, 34]. Additional algo-
rithms have been proposed to solve special cases of
MDPIPs [10, 31].

4 Defining and representing Factored
MDPIPs

We define a Factored MDPIP, intuitively enough, as
an MDPIP where states are compactly specified us-
ing variables/predicates. Thus we have a Factored
MDP where transition probabilities are not unique,
but rather given by transition credal sets. The chal-
lenge then is to specify such transition credal sets in
a manner that is itself compact. We suggest that
Dynamic Credal Networks (DCNs) offer the adequate
language to express transition credal sets.

A DCN has the same structure as a DBN (Figure
1), but now each variable X is associated with a
set of conditional credal sets; that is a credal set
K(X|pa(X) = k) for each value k of pa(X). In this
paper we assume that every DCN represents a joint
credal set over all of its variables, and this joint credal
set is exactly the strong extension of the credal net-
work [5, 6]. That is, the DCN represents a joint credal
set where each distribution satisfies the following ex-
pression:

P(Z'|Z,p,a)

[[ P@ipa(x).pia); (D)
i=1

where each P(z|pa(X]),p,a) comes from an appro-
priate credal set associated with the DCN.

Consider the generation of I'-maximin policies; that
is, solution of Equation (6). It does not seem pos-
sible to produce a linear programming solution like
the linear programming for MDP (Problem 1). How-
ever in our previous work [28] we have shown that it
is possible to generate solutions using well know pro-
gramming problems. First, the Equation (6) can be
reduced to a bilevel programming problem:

min ZV*(S) (8)

Vo
S

st. @ V*(s) > R(s,a) +
vy Z P(s'|s,a)V
s’esS
P € argmin Z P(s'|s,a)V*(s'),
s’eS
s.t.: P(s'|s,a) € Ku(s']s)

*(8'),Vs € S,a € A;

Then, the bilevel problem (8) can be transformed in
an equivalent multilinear programming problem:

mln ZV* (9)
st V (s) > R(s,a) +
v 3 Pl «)

Vs € S,a € A(s), (s'|s,a) € Ku(s']s,a).

Note that the solution of multilinear programs is far
from trivial, thus our previous solution can only deal
with relatively small flat MDPIPs.

We now specialize Problem (9) for Factored MDPIPs.
The factored value function of a Factored MDPIP is
given by Equation (4) restricting the scope of each
basis function to some small subset of state variables
C; C A={Xy,..., X, }. We can use the factored value
function (4), the reward function (2), the transition
probabilities (7) and replace them in Problem (9) in



order to obtain the factored multilinear programming
problem:

min Y Z w;ihi(X) (10)

w, P
kR
s.t. szhz(f) > ZRJ(f, a) +
i j=1
v Z P(Z|Z,p,a) Zwlhl(x’),
z'esS i

where:

P(#'|&,p,a) = [ [ P(«}|pa(X]), 7, a)

=1

This particular nonlinear program will be studied in
the next section; the main contribution of this paper is
an algorithm for the generation of I'-maximin policies
in Factored MDPIPs that solves Problem (10). Be-
fore we plunge into that, we spend the remainder of
this section discussing the representation of Factored
MDPIPs.

As we have mentioned before, the Probabilistic Plan-
ning Domain Description Language (PPDDL) [2] is
a high-level language for the specification of Factored
MDPs, with a relatively simple syntax. Every plan-
ning problem is expressed in two parts: the domain
contains directives, constants, and descriptions of ac-
tions; the problem basically contains a description of
the initial state and the desired goal. We wish to fo-
cus on the syntax and semantics of domains, so we
present the relevant pieces of the syntax here. The
basic BNF for domains is:

::= (define (domain <NAME>)
(:requirements :adl)

<domain>

[<types>] [<constants>] [<predicates>]
<action>*)
<action> ::= (:action <NAME>
[<param>] [<prec>] [<effect>])

<prec> ::= (:precondition <p-formula>)
<effect> ::= (:effect {<nd-eff>|<det-eff>})
<nd-eff> ::= <prob>|<one-of>

<prob> ::= (probabilistic <p-eff>+)

<p-eff> ::= <RATIONAL> <det-eff>

<one-of> ::= (oneof <det-eff>+),

where: <types>, <constants>, <predicates> and
<param> refer to lists of names or logical variables
(possibly typed); <RATIONAL> denotes a rational num-
ber; <p-formula> is a formula containing either
atoms, or conjunction of p-formulas, or universal
quantification over p-formulas, or inequality of two
given names as (not (= <NAME> <NAME>)); and a

<det-eff> is a formula containing either atoms, or
negation of atoms, or conjunction of det-effs, or uni-
versal quantification over det-effs, or the conditional
operator when. This conditional operator has syntax
(when <p-formula> <simple-eff>),

where simple-eff is a formula containing ei-
ther atoms, or negations of atoms, or conjunc-
tion of det-effs, or universal quantification over
simple-effs.

In PPDDL, a probabilistic action is understood as a
probabilistic transition given by a Dynamic Bayesian
Network [35]. PPDDL also allows an action to con-
tain oneof elements, where a nondeterministic choice
is made and one of the effects listed in the scope of
the oneof element is selected and pursued. There
are no probabilities attached to such nondeterminis-
tic choices. We call these conventions the standard
semantics of PPDDL. Note that the standard seman-
tics of PPDDL takes us beyond Markov Decision Pro-
cesses (MDPs) given the presence of nondeterminism;
however the expressivity of PPDDL is still far from
general MDPIPs, because in PPDDL each action may
contain either a probabilistic effect or a nondetermin-
istic effect. For instance, a domain may contain two
actions, one with probabilistic effects, and the other
with nondeterministic effects. What is not allowed in
PPDDL is the mixture of probabilistic and nondeter-
ministic effects in the same action.

In a previous publication we have explored the facili-
ties of PPDDL to express planning problems where
probabilistic and nondeterministic choices (in the
PPDDL sense) are mixed, but only allowing that
all probabilistic choices precede all nondeterministic
choices in an action [30]. The reason for this re-
striction is that the ensuing planning problems are
instances of MDPIPs were all transition credal sets
are given by infinitely monotone Choquet capacities.
We refer to PPDDL with this added flexibility as
PDLs, and we refer to PPDDL with no restrictions
on the combination of probabilistic and nondetermin-
istic choices as PDL;. We note that PDL; can specify
Factored MDPIPs with clear syntax; to illustrate this
fact, we consider the well-known System Administra-
tor Problem [12].2

Example 1 Consider the problem of optimizing the
behavior of a system administrator that works with a
network of computers. There are many possible con-
figurations; for example, the cycle network where com-

2This example is actually a variant on the original Factored
MDP for the System Administrator problem, because some ad-
ditive aspects cannot be encoded in PPDDL [23]. The way
we solve this limitation was to start with a high reward value
and decrease every time the action reboot was executed (effect
(decrease (reward) 1) from Figure 2).



puter i is connected to computer i + 1. One of these
computers is designated as server, while the rest are
clients. Each computer is associated to a binary vari-
able X;, the value of a variable indicates whether the
respective machine is up (1) or down (0). At each
time step the administrator receives a payment (re-
ward) for each machine that is working. Since the
server is the most important computer in the network
it is given a greater reward if it is working. The job
of the system administrator is deciding which of the
machines should reboot. So, there are n+1 possible
actions at each step: reboot one of the n machines or
not reboot any machine. After executing the action
reboot the machine i, the probability of machine i to
be working on the next step is high. At each step each
computer has a low probability to stop working, which
grows dramatically if their neighbors are not working.
The machines can begin working spontaneously with a
small probability.

In the original PPDDL for the System Administra-
tor Domain [23], the probability of a computer 4
start working in the next state, given that the action
reboot (i) was executed, is 0.9; and with the prob-
ability 0.1 the state remains unchanged. Also, with
probability 0.6 the state variable z; (computer i) be-
comes false in the next state, when it is connected
with other computer that it is not working (and the
computer i has not been rebooted); and with proba-
bility 0.4 the state remains unchanged.

Figure 2 presents a PDL; specification of a Factored
MDPIP that represents the System Administrator
Problem, where experts disagree on the probability
distributions. With probability between 0.6 and 0.8
the state variable x; (computer i) becomes false in the
next state, if it is connected with other computer that
it is not working (and the computer i has not been
rebooted). Considering an instance of the domain de-
scribed in Figure 2 with 3 state variables, which im-
plies 8 states and 3 actions: ay for reboot computer 1,
ag for reboot computer 2 and agz for reboot computer 3,
the corresponding factored MDPIP have the following
set of constraints:

P(X, =1|X1 =0,a;) = 0.9
P(X;=1X1 =1,a;) =1

And for i # j we have:

P(X;=0|X;—1 =0,X; =0,a;) =1
0.6 <= P(X; =0|X;—1 =0,X; =1,a;) <= 0.8
P(X;=0|X;—1 =1,X; =0,a;) =1
P(X;=0|Xi—1=1,X;, =1,a;) =0

Instances such these are solved by the algorithm pre-
sented in the next section.

(define (domain sysadmin)
(:requirements :adl)
(:types comp)
(:predicates (up ?c)(conn 7c 7d))
(:action reboot

:parameters (7x - comp)

reffect

(and (decrease (reward) 1)
(probabilistic 0.9 (up 7x))

(oneof
(forall (7d - comp)
(probabilistic

0.6 (when (exists (7c - comp)
(and (conn ?c 7d)
(not (up 7c¢))
(not (= ?x 7d))))
(not (up 7d))
)))
(forall (7d - comp)
(probabilistic
0.8 (when (exists (7c - comp)
(and (conn ?7c ?7d)
(not (up 7c))
(not (= ?x 7d))))
(not (up 7d))
)))))

)
(define
(problem sysadmin-3)
(:domain sysadmin)
(:objects x1 - comp x2
- comp x3
- comp)
(:init (conn x1 x2)
(conn x2 x3)
(conn x3 x1))
(:goal (forall (7c - comp)

(up 7¢)))
(:goal-reward 500)
)
Figure 2: The System Administrator domain in

PDL;, with action reboot (probabilistic and nonde-
terministic). This domain defines a Factored MDPIP
(adapted from [23]). One limitation of this language
is do not allow to express local-reward and basis func-
tions for approximated solutions of MDPs and MD-
PIPs.



5 FACTOREDMPA: Solving a Factored
MDPIP

Koller and Parr [16] show that if we are working with
a Factored MDP (Problem 5), a necessary condition
to efficiently apply the ALP technique is to restrict
the scope of each basis function to some small subset
of state variables C; C A = {X3,..., X} and also to
assume small dependency in the DBN?. Guestrin et
al. [12] then exploited these conditions and developed
an efficient algorithm for Factored MDPs. The suc-
cess of their FACTOREDLPA algorithm is due to: (i)
the use of a method to simplify the computation of
each constraint of the ALP problem, named Backpro-
jection algorithm [16]; and (ii) the FactoredLP algo-
rithm that creates a new and smaller set of equivalent
constraints for the linear programming problem (5).
There are other efficient algorithms that use general
techniques to solve linear problems with large number
of constraints [21, 8, 9] (e.g., constraints generation),
and that somehow, have improved the approach pro-
posed by Guestrin [12].

Based on those ideas, we want to solve a Factored
MDPIP formulated as an Approximated Multilinear
Programming (Problem 10). First, the same efficient
and general techniques that solve linear problems with
large number of constraints [21, 8, 9] cannot be ap-
plied directly on the multilinear problem. However,
the FACTOREDLPA algorithm can be adapted to solve
a factored MDPIP as we show in this section. The
new algorithm we will name as FACTOREDMPA.

Shortly, FACTOREDMPA first simplifies the computa-
tion of each constraint applying the same Backprojec-
tion algorithm used by Guestrin for factored MDP,
then it calls the FactoredMP algorithm to create a
new and smaller equivalent set of constraints for the
Multilinear Programming (Problem 10). Finally, in
order to obtain w; and p, it calls a nonlinear solver
with the new equivalent problem.

5.1 Simplifying the computation of each
constraint

We can also take advantage of the fact that the tran-
sition model for MDPIPs is factored and the basis
functions have scope restricted to a small set of vari-
ables in order to efficiently compute the constraints.

From problem (10), given & € S and a € A(Z), we
have the following constraint:

kR
D wihi(@) =Y Rj(@a)+v > P@|% 5 a) Y wihi(&)
i j=1 z'es i

3 Although this assumption seems too restrictive, there is a
large set of applications that it can be done [11].

Now, we can reorder the sum and obtain:

kR
> wihi(@) = > Rj(@a) +v> wi Y P(T|E, 5, a)hi(&)
i j=1 i

z’'eS

Let the underbrace term be renamed as g¢(Z, p). Note
that, for MDPIPs, ¢¢(%, p) is a polynomial expression,
i.e. it is described in terms of probability variables
and has the following canonical form (with dy = 0
and d; a constant):

d0+zdinij (11)

This term can be precomputed in a efficient way us-
ing the Backprojection algorithm [16]. For a further
computation improvement, the set of constraints can
be rewritten as:

kR
0> R;(Za)+ wi( ?(fﬁ)—hi(f)>

Again, let the underbrace term be renamed as
c%(Z,p). This term can be precomputed resulting also

in the polynomial form (11). Finally VZ € S, a € A(Z)
we obtain:

0> R a)+ ) wic](,7) (12)

Jj=1

Even with this simplified form to rewrite constraints
for the Approximate Multilinear Programming, we
are still working with the complete set of constraints
(|S]*|A|+m2), where ms is the number of constraints
related to the probabilities p;;. Since the direct use
of general non-linear solvers [19], geometric solvers [4]
or multilinear solvers [27] for Problem (10), can only
solve problems with small state space, we have to find
a way to reduce the number of constraints.

5.2 The FactoredMP algorithm

We extend the FactoredLP technique proposed by
Guestrin [12] in order to obtain a new and smaller
equivalent multilinear program for Problem (10). We
call this new algorithm Factored MP.

The basic idea is to replace the set of constraints
in (12) by an equivalent set of non-linear constraints
Va € A(Z), given by:

kR
0> max {Zle(f, a) + wa?(f,ﬁ)}
j= i

So, for an action a, we have to compute the following
maximization:

kR
ozmgx{ZRj(fHZwm(f,ﬁ)} (13)
j=1 i



Note that R;(Z) and ¢;(Z, p) are functions of ¥ and we
want to do max over Z. Now we can, instead of adding
all terms and do the maximization, do the maximiza-
tion over state variables one by one. To do so we
use a modification of the general variable elimination
algorithm proposed by Guestrin [12].

For example, if we want to eliminate variable X; we
do as following. If R; is the only local-reward function
that depends on X; and ¢; is a function that depends

n (X1, X4) and there is no other function ¢; that
depends on X7, we can push the maximization over
X1 inwards to obtain:

0> max {ZR (%) +Zw ci(Z,p)+
rr)l{af({Rl(X1)+w161(X1,X47ﬁ)}}

For each variable X; we want to eliminate, Fac-
toredMP selects L relevant functions, renamed as
u® ... u°L. A relevant function is the one whose scope
contains X;. We can now replace the maximization
over the relevant functions for X; by the following new
function:

L
Cnew €;j 14
uy max E 1 u (14)
j=

Where 7Z is the union of all variables in func-
tions uf! ... uL minus Xj. In the above exam-
ple the relevant functions are uy, = Ri(Xi) and

Enew Enew
X17X4 = wic1 (X1, X4,P). The term w3 is uge =

maxx, {uf;(ll +u%, X4}, resulting in the following

constraint:

0> max {ZRJ +Zwlcz(xﬁ)+u"ew}

In order to enforce the definition of u%*** as the max-
imum over X; (Eq. 14), FactoredMP introduces the
following set of constraints for any assignment z to Z:

L
uyer > E u¥ VvV,
i=1

In the example we need to introduce four constraints:
one constraint for each configuration of X, and for
each configuration of Xj.

This procedure is repeated until all variables have
been eliminated. At the end, all the remaining func-
tions u¢ will have empty scope and the following con-
straint must be added:

0> Z u®
j=i
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Figure 3: The number of constraints for the System
Administrator domain, with imprecise probabilities,
for problems with n computers; there are 2 number
of states and n + 1 actions in this problem.

Notice that, the same process must be applied for all
actions a € A. The FactoredMP algorithm reduces
a structured multilinear programming problem (10)
with exponentially many constraints to a new smaller
equivalent set of constraints. This property is inher-
ited from the FactoredL P procedure.

5.3 Experimental Results

In order to analyze the scalability of the proposed al-
gorithm, we have calculated the original number of
constraints and the number of constraints after ap-
plying the algorithm FACTOREDMPA for the prob-
lem (10). In order to do this, we consider the System
Administrator domain (described in the previous sec-
tion). Figure 3 shows the result for problems varying
the number of computers from 2 to 40. The graph
shows the original number of constraints grows expo-
nentially while the constraints generated by the Fac-
TOREDMPA algorithm grows quadratically with the
number of computers.

We have implemented the FACTOREDMPA algorithm
using Matlab as frontend, and MINOS as the non-
linear solver (to handle the reduced multilinear pro-
grams). In Figure 4 we show the running times for
the System Administrator domain described as in Fig-
ure 2 using a simple set of basis functions: the con-
stant function hg = 1 and h;(X; = 1) = 1 and
hi(X; = 0) = 0. These results show that with the
FACTOREDMPA algorithm it is possible to solve large
problems, e.g. we solve in 300 seconds a problem with
40 computers which in the original AMP formulation
would have more than 24° % 41 constraints.
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Figure 4: Running time of FACTOREDMPA for the
System Administrator Domain Example 1

6 Conclusion

In this paper we have investigated Markov Decision
Processes with Imprecise Probabilities, a class of mod-
els that adds considerable flexibility and realism to the
popular Markov Decision Processes. We have defined
a Factored MDPIP problem based on a multilin-
ear formulation for MDPIPs [28] and Factored MDPs
[12]. We also developed a representation language to
specify Factored MDPIPs, named PDL;, which ex-
tends PPDDL by allowing free mixtures of probabilis-
tic and nondeterministic operators. Although PDL,
does not allow to specify basis and local-reward func-
tions, it is an original and practical high-level lan-
guage to express factored MDPIPs. Further, we can
take advantage of the fact the PPDDL language has
largely been used as a benchmark language to solve
probabilistic planning problems and, with a simple
modification on those problems to obtain a PDL,
specification, we can have a variety of MDPIP prob-
lems.

Our main contribution is a new algorithm, named
FACTOREDMPA | to find I'-maximin policies for Fac-
tored MDPIPs. The algorithm is an adaptation of
the FACTOREDLPA (Factored Linear Programming-
based Approximation) algorithm used to solve Fac-
tored MDPs [12, 21]. To evaluate the Fac-
TOREDMPA algorithm, we have modified the System
Administrator problem by introducing imprecision in
probability values. We thus obtain Factored MDPIPs
with varying sizes. Our experiments show that by
exploiting the factored representation of a sequential
decision problem, and by making the assumption of
a restrict scope for variable dependences, relatively
large problems can be solved (note that the number
of constraints and cpu-time grows quadratically with
the number of variables).
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