
6th  International  Symposium  on  Imprecise  Probability: Theories  and  Their  Applications,  Durham, United Kingdom, 2009 

Approximation of coherent lower probabilities by 2-monotone measures 

Andrey G. Bronevich 
Technological Institute of Southern Federal University, 

Taganrog, RUSSIA 
brone@mail.ru 

Thomas Augustin 
Department of Statistics, Ludwig-Maximilians 

University (LMU), Munich, GERMANY 
thomas@stat.uni-muenchen.de 

 

Abstract 
The paper investigates outer approximations of coherent 
lower probabilities by 2-monotone measures. We charac-
terize the set of (Pareto)-optimal outer approximations 
and provide powerful iterative algorithms to calculate 
such measures.  
Keywords. Pareto optimal 2-monotone measure, addi-
tivity on lattices, simplex method, imprecision indices. 

1   Introduction 

Walley [21, p. 51] is often cited in saying that he does 
not “…know any ‘rationality’ argument for two-
monotonicity, beyond its computational convenience.” 
Of course, in particular in problems of larger scale, com-
putational convenience, and even computational tracta-
bility, is still an issue, and so the problem of finding a 
suitable approximation of a coherent lower probability 
by 2-monotone measures arises naturally in many appli-
cations of imprecise probabilities (see also Section 3).  
As analysis shows, the optimal choice of a 2-monotone 
measure can not be made uniquely, which may be under-
stood from the fact that the minimum of two 2-monotone 
measures is not again a 2-monotone measure in general, 
and so we will characterize and derive Pareto optimal 
solutions to that problem.  
The main idea of this paper consists of the following. 
For any coherent probability μ , we define a convex set 

2 monM μ− ≤  of 2-monotone measures that are dominated by 
μ . Then any possible optimal choice of a 2-monotone 
measure in 2 monM μ− ≤  is produced by finding extreme 
points of 2 monM μ− ≤ , which are not dominated by other 
measures in 2 monM μ− ≤ , and any optimal measure is repre-
sented as a linear convex combination of such points. 
After some technical preliminaries (section 2) and a 
slightly more detailed look at the convenience of 2-
monotonicity, we give in section 4 a necessary and suffi-
cient condition for a 2-monotone measure to be an ex-
treme point through lattices on which a 2-monotone 
measure is additive. In Section 5, we provide iterative 
algorithms for searching optimal extreme points, which 
then are illustrated by two examples. In the Appendix the 

reader can find some results on canonical sequences of 
monotone measures [5], which are used in the proofs. 

2. Technical preliminaries 

Let X  be a measurable space and A  be a σ -algebra of 
its subsets. A set function : [0,1]μ →A  is called a 
monotone measure [14] if 1) ( ) 0μ ∅ = , ( ) 1Xμ = ; and 
2) ,A B∈A , A B⊆  implies ( ) ( )A Bμ μ≤ . We write 

1 2μ μ≤  for monotone measures 1 2,μ μ  on A  if 

1 2( ) ( )A Aμ μ≤  for all A∈A . In this paper we consider 
the following families of monotone measures: 
1) monM  is the set of all monotone measures on A ; 

2) prM  is the set of all finite additive probability meas-
ures on A , i.e. pr monM M⊆  and additionally 

( ) ( ) ( )A B A Bμ μ μ∪ = +  for disjoint sets ,A B∈A ; 

3) lowM  is the set of all lower probabilities [22] on A , 
i.e. low monM M⊆  and for any lowMμ∈  there exists 

prP M∈  such that Pμ ≤ (, and so lowMμ∈  iff it satis-
fies the avoiding sure loss property [22]); 
4) cohM  is the set of all coherent lower probabilities [22] 
on A , i.e. for any cohMμ∈  and B∈A  there exists 

prP M∈  such that Pμ ≤  and ( ) ( )B P Bμ = ; 

5) 2 monM −  is the set of all 2-monotone measures [11] on 
A , i.e. 2 mon monM M− ⊆  and ( ) ( )A Bμ μ+ ≤  

( )A Bμ ∪ + ( )A Bμ ∩  for any ,A B∈A . 

6) chainM  is the set of all chain measures [14] on A , i.e. 
if chainMμ∈ , then there is a chain Γ ⊆ A  such that 
∅∈Γ , X ∈Γ  and, for all B, 

|
( ) sup ( )

A A B
B Aμ μ

∈Γ ⊆
= . 

3. On the convenience of 2-monotonicity 

As also discussed below, 2-monotone measures have 
some regular properties compared to coherent lower 
probabilities, which are very convenient from the com-
putational point of view. Of particular importance is the 
property recalled in Remark 1 below, ensuring that for 
any chain of events there is a single classical probability 



in the core simultaneously attaining the lower probability 
for all elements of the chain. As a consequence, the 
enveloping lower and upper distribution functions define 
probabilities in the core, and so, for instance, a closed 
form for natural extension (calculating expectation of 
random variables) is available (repeated, e.g, in. [22, p. 
30ff], where also some direct applications are given). By 
similar arguments a convenient closed form for calculat-
ing lower and upper conditional probabilities (in 
Walley’s sense) can be derived (see, e.g., [22, p. 301, 
including the corresponding footnote]). Moreover, other 
common forms of conditioning, like Dempster’s rule of 
conditioning ([13]), also called maximum likelihood 
updating ([15]), are then guaranteed to lead to a coher-
ent, and indeed again 2-monotone, solution. 
Our main motivation for the present study, however, has 
been the case of hypothesis testing, where one has to 
distinguish between two hypotheses described by impre-
cise probabilities, and decide which one is more likely to 
have produced the data. Similarly as in the case of calcu-
lating the conditional distribution or the natural exten-
sion, the testing problem can be expressed in terms of a 
single linear optimization problem (see [1, chapter 4]), 
but, even with the considerable improvement along the 
lines developed for decision problems in [20, section 
3.2], the problem still increases exponentially in the 
sample size, and so still is, for the sample sizes usually 
common in statistics, simply computationally intractable.  
A powerful way out is offered by Huber-Strassen theory 
([18], and the work following it, see also [17, 3, 4] for 
reviews from different perspectives). The famous Huber-
Strassen theorem (in [18, cf. also the finally obtained 
extension in [9]) ensures that 2-monotonicity is suffi-
cient for the existence of a globally least favorable pair, 
i.e. a pair of classical probability distributions that 
i) allow to represent the whole testing problem in deter-
mining the optimal test and  
ii) can be calculated by considering sample size 1 only. 
While i) can be alleviated by a concept of local least 
favorability ([1, chapter 3), [2], [16]), property ii) can 
not be generalized appropriately (see the analysis of the 
proof in [1, p. 223ff.]). As a consequence, statistical 
models described by coherent, but not 2-monotone 
measures, often have to be approximated appropriately 
to be able to determine appropriate statistical testing 
procedures.  

4   Approximation by 2-monotone measures (finite 
case) 

In this case, we assume that X  is a finite set and A  is 
the power set of X , i.e. 2X=A . Let lowMμ∈ , then 

monMν ∈  is defined as a Pareto optimal approximation 
of μ  if ν μ≤  and ν ν μ′≤ ≤  for monMν ′∈  implies that 

ν ν′ = . For any lowMμ∈ , we denote 2 monM μ− ≤ =  

{ }2 |monMν ν μ−∈ ≤ .  

Lemma 1. Any Pareto optimal 2-monotone measure for 
a cohMμ∈  can be represented as a convex linear com-
bination of Pareto optimal extreme points of 2 monM μ− ≤ . 

Proof. It is clear that the set 2 monM μ− ≤  has a finite set of 

extreme points { }iμ , because it can be described by a 
finite number of inequalities. Therefore any 

2 monM μν − ≤∈  can be represented as a linear convex com-

bination of these points, i.e. i i
i

aν μ=∑ , where 0ia ≥ , 

1i
i

a =∑ . Assume that in the above representation there 

is an extreme point iμ ′  such that 0ia ′ >  and iμ ′  is not 
Pareto optimal, i.e. there is 2 monM μμ − ≤′∈  such that 

iμ μ′ ′<  (i.e., iμ μ′ ′≤  and iμ μ′ ′≠ ). Then we define 

|
i i

i i ì

aν μ
′≠

′ = ∑  ia μ′ ′+ . It is clear that 2 monM μν − ≤′∈  and 

ν ν ′< , therefore, ν  is not Pareto optimal, which means 
that the coefficient ia  has to be equal to zero if the cor-
responding extreme measure iμ  is not Pareto optimal. 
This fact proves the lemma.■ 
The previous lemma says that the full description of 
Pareto optimal 2-monotone measures for cohMμ∈  can 
be given by knowing only its Pareto optimal extreme 2-
monotone measures. Therefore, we have to answer the 
following question: what characteristics define extreme 
points uniquely? For this reason, we further involve 
some results concerning additivity properties of 2-
monotone measures. We will consider lattices of the 
algebra A . A lattice is a subset of A  closed with respect 
to intersection and union. We say that 2 monMμ −∈  is 
additive on a lattice ⊆L A  if ( ) ( )A Bμ μ+ =  

( ) ( )A B A Bμ μ∪ + ∩  for any ,A B∈L . Next straight-
forward result shows the way how we can describe addi-
tivity of 2-monotone measures. 
Lemma 2. Let S  be the set of all possible lattices in A , 
on which 2 monMμ −∈  is additive. Then S  is a covering1 
of A . 
Proof. Let { }1..., nX x x= . Consider maximal chains in 

2X=A  of the type { }0 1, ,..., nB B BΓ = , 0B∅ = ⊂  

1 ... nB B X⊂ ⊂ = , 1\ 1i iB B − = , 1,...,i n= . It is clear 
that such chains are lattices and every monotone measure 

                                                           
1 An arbitrary covering C  of A  is a family of non-
empty subsets of A  such that 

∈
=∪a C
a A . 



is additive on them, i.e., we get the required covering 
that consists of all these lattices.■ 
We denote by μS  the covering of A  that consists of all 
maximal lattices, on which 2 monMμ −∈  is additive. For 
example, if μ  is a probability measure, then the cover-
ing is a singleton, which contains only one element A . 
If a 2 monMμ −∈  is such that ( ) ( ) ( )A B A Bμ μ μ+ < ∪ +  

( )A Bμ ∩  for any ,A B∈A  with A B⊆  and B A⊆  
then μS  obviously consists of all maximal chains in A . 
It is important to emphasize that any μΛ∈S  has to 
contain ∅  and X , since these sets are additive elements 
for any 2 monMμ −∈ . 
Another convenient characterization of 2-monotone 
measures is recalled in 
Remark 1. For any 2 monMμ −∈ , define the convex set 

( )core μ  of probability measures, defined by 

{ }( ) |prcore P M Pμ μ= ∈ ≥ . It is well-known that this 
set is non-empty and usually called the core of μ . 
Moreover, it is possible to describe all extreme points of 
this set [10]. To do this, we should consider all maximal 
chains of the algebra 2X  on { }1 2, ,..., nX x x x= . Then 
any extreme point Pγ  is generated by a maximal chain 

{ }0 1, ,..., nB B Bγ = , where 0 1 ... nB B B X∅ = ⊂ ⊂ ⊂ =  

and { }1
,...,

kk i iB x x= , 1,...,k n= , as { }( )ki
P xγ =  

( )1\k kP B Bγ − = ( ) ( )1k kB Bμ μ −− , i.e. Pγ  is chosen such 
that ( ) ( )P B Bγ μ=  for all B γ∈ .  

Lemma 3. Any lattice in μS  contains a maximal chain.  

Proof. Consider an arbitrary lattice 2XΛ ⊆ , on which 
μ  is additive. Let Γ  be a sequence of sets with the 
following properties: 1) a minimal algebra that contains 
Γ  coincides with 2X ; 2) first elements of Γ  are all 
elements of Λ . Then the limit measure2 μΓ , in the ca-
nonical sequence constructed by Γ  is a probability 
measure, and also ( ) ( )A Aμ μΓ =  for all A∈Λ . Since 
any such sequence Γ  is equivalent to some maximal 
chain 2Xγ ⊆ , we get ( ) ( )A Aμ μΓ =  for all A γ∈ . Con-
sider a lattice, on which μ  and μΓ  have the same val-
ues. It is clear that this lattice contains Λ  and γ , and 
also μ  is additive on it. It means that any lattice in μS  
contains a maximal chain. ■ 

                                                           
2 The explanation of terms: “limit measure”, “canonical 
sequence of monotone measures”, … are given in Ap-
pendix. 

Proposition 1. There is the one-to-one correspondence 
between maximal lattices in μS  and extreme points of 

( )core μ  for every ( )P core μ∈  defined by 

{ }| ( ) ( )A P A AμΛ = ∈ =A , where μΛ∈S . 

Proof. Because any lattice μΛ∈S  contains a maximal 
chain γ ⊆ Λ , we can define that Pγ  corresponds to Λ . 
Using canonical sequences of 2-monotone measures, it 
easy to prove that ( ) ( )P B Bγ μ=  for all B∈Λ . This 
proves that if Λ  contains two different maximal chains, 
then they generate the same probability measure, i.e. we 
show that such a construction generates the unique prob-
ability measure Pγ , where γ ⊆ Λ , with ( ) ( )P B Bγ μ=  
for all B∈Λ . We finish the proof of the proposition by 
showing that for any maximal chain γ  the set 

{ }2 | ( ) ( )XB P B Bγ μμ∈ = ∈S . It is easy to check that 

this set is a lattice. Let ( ) ( )P A Aγ μ=  and ( ) ( )P B Bγ μ=  

for some , 2XA B∈ . Then we have to prove that also 
( ) ( )P A B A Bγ μ∩ = ∩  and ( )P A Bγ ∪ =  ( )A Bμ ∪ . The 

above condition implies that 
( ) ( ) ( ) ( )A B A B A Bμ μ μ μ+ ≤ ∩ + ∪ ≤  

( ) ( ) ( ) ( ) ( ) ( )P A B P A B P A P B A Bγ γ γ γ μ μ∩ + ∪ = + = + , 

i.e. ( ) ( ) ( ) ( )A B A B A Bμ μ μ μ+ = ∩ + ∪ , ( )P A Bγ ∩ =  
( )A Bμ ∩  and ( ) ( )P A B A Bγ μ∪ = ∪ . Using again 

canonical sequences of 2-monotone measures, it is easy 
to prove that such a lattice is maximal, i.e. we have the 
one-to-one correspondence between maximal lattices in 

μS  and extreme points in ( )core μ .■ 

Proposition 2. Let cohMμ∈ , 2 monM μν − ≤∈ , 

{ }| ( ) ( )S A A Aν μ ν μ= = ∈ =A , { }0 | ( ) 0S A Aν ν= = ∈ =A . 
Then ν  is an extreme point of 2 monM μ− ≤  iff its values are 
defined by the sets Sν μ= , 0Sν = , νS  uniquely. 

Proof. A set function ν  is in 2 monM μ− ≤  iff it satisfies the 
following conditions:  
1) ( ) 0ν ∅ = , ( ) 1Xν = ; 
2) ( ) 0Aν ≥  for all A A∈ ; 
3) ( ) ( )A Bν ν≤  if A B⊆ ; 
4) ( ) ( ) ( ) ( )A B A B A Bν ν ν ν+ ≤ ∩ + ∪  for all ,A B A∈ ; 

5) ( ) ( )A Aν μ≤  for all 2XA∈ . 
These conditions can be considered as a system of linear 
inequalities on values ( )Aν , 2XA∈ . From the theory of 
linear inequalities, we know that any extreme point can 
be calculated by solving linear equalities, obtained by 
the subset of inequalities if we change “ ≤ ” to “ = ”. 
Show that we can confine ourselves to using equalities 



that are generated by 2), 4), and 5). It is not necessary to 
use 1) because ( ) ( ) 0ν μ∅ = ∅ = , ( ) ( ) 1X Xν μ= = . We 
show further that any equality ( ) ( )C Dν ν=  for C D⊂  
( C D≠ ), generated by 3), can be derived from the addi-
tivity of ν . In this case, we take A C= , \B D C= . 
Then A B∩ =∅ , ( ) 0Bν = , ( ) ( ) ( )A B A Bν ν ν+ = ∩ +  

( )A Bν ∪ , and the last equality, ( ) 0Bν = , ( ) 0A Bν ∩ =  
implies that ( ) ( )C Dν ν= . Therefore, we conclude that 
the proposition is true. ■ 
Consider some corollaries from Propositions 1 and 2:  
Corollary 1. Let the notation of Proposition 2 be used. 
Then ν  is an extreme point of 2 monM μ− ≤  if for any 

νΛ∈S  a probability measure PΛ  with ( ) ( )P A AμΛ =  
for all A Sν μ=∈ ∩Λ  and ( ) 0P AΛ =  for all 0A Sν =∈ ∩Λ  
is defined uniquely. 
Proof. It is easy to see that Corollary 1 is a direct conse-
quence of Propositions 1 and 2. ■ 
Corollary 2. Let notations of Proposition 2 be used. 
Then ν  is an extreme point of 2 monM μ− ≤  if for any 

νΛ∈S  the set ( )0S Sν μ ν= =Λ∩ ∪  contains a maximal 

chain. In addition, Pγγ
ν = ∧ , where the minimum in the 

right side of the last formula is taken over all possible 
probability measures Pγ , defined for each maximal 
chain 0S Sν μ νγ = =⊆ ∪  by ( ) ( )P A Aγ μ=  for 
A Sν μγ =∈ ∩  and ( ) 0P Aγ =  for 0A Sνγ =∈ ∩ . More-

over, if 0 \S Sν ν μ= = = ∅ , then such a ν  is Pareto optimal. 

Proof. Because PΛ  is defined uniquely if 

( )0S Sν μ ν= =Λ∩ ∪  contains a maximal chain, we con-
clude that ν  is an extreme point by Corollary 1. The 
formula Pγγ

ν = ∧  is also true, since 2-monotonicity of ν  

implies that Pγ ν≥  for any 0S Sν μ νγ = =⊆ ∪ . Observe 
also that, for any 2 monM μν − ≤′∈  with S Sν μ ν μ′= ==  and 

0 0S Sν ν′= == , we have ν ν′ ≤ , i.e. ν  have the largest 
values for the fixed Sν μ=  and 0Sν = . Show that ν  is 
Pareto optimal if 0 \S Sν ν μ= = = ∅ . Suppose on the con-
trary that there is another 2 monM μν − ≤′∈  such that ν ν′ > . 
Then we should conclude that S Sν μ ν μ′= =⊆  and 
S Sν μ ν μ′= =≠ . We see that 

S S
P P

ν μ ν μ
γγ γ

ν ν
′= =⊆ ⊆

′ ≤ ∧ ≤ ∧ = , and 

such a ν ′  does not exist, i.e. the corollary is proved in 
the whole. ■ 
Pareto optimal extreme points, described in Corollary 2, 
have desirable properties. They are uniquely defined by 
a chosen set Sν μ=  and their values can be easily com-
puted using explicit formulas. Therefore, it is desirable 

to study the conditions of existence of these extreme 
points, and to construct the algorithm for finding such 
sets Sν μ= . 

We see from Proposition 1 that any extreme point of 
2 monM μ− ≤  is characterized by Sν μ= , 0Sν = , νS . But we 

know that an arbitrary extreme point is not necessarily 
Pareto optimal. To investigate this situation, introduce so 
called elementary lattices in 2X  of two types. An ele-
mentary lattice Λ of the first type is given by 

{ }, { }iA A xΛ = ∪ , where 2XA∈  and ix A∉ , and an 
elementary lattice of the second type by 

{ }, { }, { }, { } { }i j i jA A x A x A x xΛ = ∪ ∪ ∪ ∪ , where 

2XA∈  and ,i jx x A∉ . Using the above definition we 
can formulate the following necessary and sufficient 
feature of 2-monotonicity [7, 12]. 
Proposition 3. A set function : 2 [0,1]Xμ →  is a 2-
monotone measure iff 
1) ( ) 0μ ∅ = , ( ) 1Xμ = ; 

2) μ  is monotone on all possible lattices in 2X  of the 
first type; 
3) μ  is 2-monotone on all possible lattices in 2X  of the 
second type. 
Remark 2. Proposition 3 can be reformulated in the 
following simple way: 
A set function : 2 [0,1]Xμ →  is a 2-monotone measure 
iff  
1) ( ) 0μ ∅ = , ( ) 1Xμ = ; 

2) ( )( ) { }iA A xμ μ≤ ∪  for all possible 2XA∈  and 

ix A∉ ; 

3) ( ) ( ) ( ) ( ){ } { } { } { }i j i jA x A x A A x xμ μ μ μ∪ + ∪ ≤ + ∪ ∪  

for all possible 2XA∈  and ,i jx x A∉ . 

However, the consideration of elementary lattices is 
useful for characterizing Pareto optimal 2-monotone 
measures. 
Proposition 4. Let 2 monM μν − ≤∈ , 1L  be the set of all 
elementary lattices of the first type on which ν  is con-
stant, and 2L  be the set of all elementary lattices of the 
second type, on which ν  is additive. Then ν  is not 
Pareto optimal iff there is a non-identical zero, non-
negative set function : 2Xν +Δ → \  such that  

1) ( ) 0AνΔ =  if A Sν μ=∈ ; 

2) νΔ  is monotone on all lattices in 1L ; 

3) νΔ  is 2-monotone on all lattices in 2L . 



Proof. Necessity. Let ν  be not Pareto optimal. Then 
there is a 2 monM μν − ≤′∈  such that ν ν′ > . It is easy to 
check that ν ν ν′Δ = −  obeys all required properties. 
Sufficiency. Let such a set function νΔ  exist. Consider 
the following positive numbers: 

( ) ( )( ){ }1 max 2Xh A A Aε μ ν= − ∈ , 

( )( ){ }2 max { } ( ) 2 ,X
i ih A x A A x Aε ν ν= ∪ − ∈ ∉ , 

( ){ }3 max , , 2 , ,X
i j i jw A x x A x x Aε = ∈ ∉ , 

where ( )h t t=  if 0t >  and 1t =  else; ( ), ,i jw A x x =  

( ) ( ) ( ) ( )( ){ } { } { } { }i j i jh A A x x A x A xν ν ν ν+ ∪ ∪ − ∪ − ∪

. Then choosing νΔ  such that 
{ }max ( ) | 2XA Aν εΔ ∈ ≤ , where { }1 2 3min , ,0.5 ,ε ε ε ε= , 

we get that the set function ν ν ν′ = + Δ  is in 2 monM μ− ≤  
and obviously ν ν′ > , i.e. ν  is not Pareto optimal. ■ 

5.  Algorithms for searching Pareto optimal 2-
monotone measures 
In this section we present two algorithms. The first one 
improves a given approximation (two-monotone prob-
ability) to a Pareto-optimal approximation, the second 
one places the choice of a certain Pareto-optimal ap-
proximation on a certain linear imprecision index as an 
objective function. 
Algorithm I 
Input data: coherent lower probability μ  on 2X . 

First step. Finding a 2-monotone measure 0ν  with 

0ν μ≤ . 
Second step. Finding a Pareto optimal 2-monotone 
measure ν  with 0ν ν μ≤ ≤ . 
The first step can be based on different approaches. For 
example, we can choose as 0ν  an arbitrary chain meas-
ure, generated by some maximal chain Γ  of algebra 2X . 
Then 0

|
( ) sup ( )

A A B
B Aν μ

∈Γ ⊆
=  for all 2XB∈ . However, it is 

clear that the realization of the second step of the algo-
rithm can be produced more effectively if the values 0ν  
are close to the values of μ . In this sense, the following 
procedure is better than the first one.  
1) Compute an auxiliary 2-monotone set function g  on 
2X  using the following formulas: 
  a) ( ) ( )g A Aμ=  for all 2XA∈  with 1A ≤ ; 

  b) Let us compute all values of g on sets with cardinal-
ity less or equal to k . Then values of g  on sets A  with 
cardinality that is equal to 1k +  are computed by  

{ }( ){ ,
( ) max ( ), max \

i j
ix x A

g A A g A xμ
∈

= +  

           { }( ) { }( )}\ \ ,j i jg A x g A x x− . 

Observe that in the last formula { }( )\ ig A x +  

{ }( )\ jg A x − { }( ) { }( )\ , \i j ig A x x g A x=  for i j= . 

Therefore, g  is 2-monotone by Proposition 3. It is easy 
to see that g μ≥  and g μ=  iff μ  is 2-monotone, and 
also it is not necessarily ( ) 1g X = . 

2) A 2-monotone measure 0 gν ϕ= D  is computed using 
a convex distortion function [ ]: 0, ( ) [0,1]g Xϕ →  that 
has to obey the following properties: 
(i) (0) 0ϕ = , ( ( )) 1g Xϕ = ; 

(ii) ( ( )) ( )g A Aϕ μ≤  for all 2XA∈ . 

According to, e.g., [14] 0ν  has to be also 2-monotone, 
i.e. 0 2 monMν μ−∈ ≤ . The search of the mapping ϕ  is 
also connected with solving the system of linear ine-
qualities. It is clear that it is sufficient to know the values 
of ϕ  only in the points in the set { }( ) | 2XY g A A= ∈ . 

Let { } 0

m
i i

Y y
=

= , where 0 10 ... ( )my y y g X= < < < = . 

Then the condition (ii) is transformed to ( ) ( )i iy yϕ ψ≤ , 

where ( )iyψ , 1,..., 1i m= − , are corresponding values 
of μ  in (ii), and convexity of ϕ  means that 

( ) ( )1i iy yϕ ϕ +≤ , 0,..., 1i m= − , and 

( ) ( )1

1

i i

i i

y y
y y

ϕ ϕ+

+

−
≤

−
( ) ( )1

1

i i

i i

y y
y y

ϕ ϕ −

−

−
−

, 1,...,i m= . 

Clearly the problem of searching ϕ  is simpler than the 
initial problem, and we should try to choose ϕ  with the 
largest values. 
The second step can be performed iteratively by using 
procedures that are similar to the usual simplex method. 
Consider an algorithm that seems to be easily realizable 
and computationally effective. Let 2k monM μν − ≤∈ , and the 
following values  

1 ( ) ( )kA Aμ νΔ = − , 

{ }( )( )2 \
min ( )
i

k i kx X A
A x Aν ν

∈
Δ = ∪ − , 

{ }( )(3 \ ,
min ( )

i j
k i kx X A x A

A x Aν ν
∈ ∈

Δ = ∪ − −  

{ }( ) { }( ) { }( ))\ \k j i k jA x x A xν ν∪ +  

are positive for a given 2XA∈ . Then, by Proposition 3, 
we can increase values of kν  on the set A  without any 
changes on other sets, and get a measure 1 2k monM μν + − ≤∈  



by the rule 1( ) ( )k kB B dν ν+ = +  if B A=  and 

1( ) ( )k kB Bν ν+ =  otherwise, where { }1 2 3min , ,d = Δ Δ Δ . 
Thus, we can increase values by this rule until 0d =  for 
any 2XA∈ . It easy to show that this procedure con-
verges to a Pareto optimal 2-monotone measure after a 
finite number of iterations due to simplex method. Show 
that a measure kν  is Pareto optimal if 0d =  for any 

2XA∈ . In this case, we have to show that a convex set 
{ }2 |mon kM Mν ν ν μ−= ∈ ≤ ≤  is a singleton, i.e. 

{ }kM ν= . Observe that values of kν  can be considered 
as basic variables and the above condition ( 0d = for any 

2XA∈ ) means that we cannot change them, i.e. the 
convex set M contains the only one extreme point kν , 
i.e. kν  is Pareto optimal. Analogously, any iteration of 
the proposed procedure can be considered as an iterative 
step of the simplex method. This means that this proce-
dure converges by a finite number of iterations. 
Algorithm II. It is based on the usual application of 
simplex method. As a criterion a linear imprecision in-
dex can be used. By definition [8], a linear imprecision 
index f  is a non-negative functional on lowM  that satis-
fies the following properties:  
1) ( ) 0f P =  for any prP M∈ ; 

2) ( ) 1Xf η = , where Xη  describes the situation of 

complete ignorance, i.e. ( ) 1X Aη =  if A X= , 

( ) 0X Aη =  otherwise; 

3) ( ) ( )1 2f fν ν≤  for any 1 2, lowMν ν ∈  such that 

1 2ν ν≥ ; 

4) ( ) ( ) ( )1 2 1 2(1 ) (1 )f a a af a fν ν ν ν+ − = + −  for arbit-
rary [0,1]a∈  and 1 2, lowMν ν ∈ . 
The notable examples of such imprecision indices are the 
generalized Hartley measure [19] defined by 

2

1( ) ( ) ln
ln XA

GH m A A
X

ν
∈

= ∑ , 

where m  is the Möbius transform [10] of the given 
lowMν ∈ , and an index 

1Lf  based on 1L  distance defined 
by  

1
2

1( ) ( ) ( )
2 2 X

L X
A

f A Aν ν ν
∈

= −
−
∑ , 

where ν  is the dual of ν , i.e. ( ) 1 ( )cA Aν ν= − . Notice 
that linear imprecision indices are linear functions w.r.t. 
values of a given lowMν ∈ . In particular, since ν ν≥  
for any lowMν ∈ , we get  

( )
1

2

1( ) 1 ( ) ( )
2 2 X

c
L X

A

f A Aν ν ν
∈

= − − =
−
∑  

{ }
1

2 \ ,

11 ( )
2 1 X

X
A X

Aν
−

∈ ∅

−
−

∑ . 

Notice that we can use also as a linear functional the 1L  
distance between μ  and its approximation ν , i.e. in this 
case 

2

( ) ( ) ( )
XA

f A Aν μ ν
∈

= −∑ . 

Because ν μ≤ , we obtain 

{ } { }2 \ , 2 \ ,

( ) ( ) ( )
X XA X A X

f A Aν μ ν
∈ ∅ ∈ ∅

= −∑ ∑ , 

i.e. the criterion based on this metric is equivalent to the 
criterion 

1Lf . 

Therefore, the choice of Pareto optimal 2-monotone 
measure, based on a linear inclusion index, can be con-
ceived as a linear programming problem, where we have 
a system of inequalities that describe a convex set 

2 monM μ− ≤  and a linear criterion f .  

6.   Examples of the proposed algorithms working 

To illustrate our method, we use examples of coherent 
lower probabilities from [6]. 
Example 1. Let { }1 2 3 4, , ,X x x x x=  and let cohMμ∈  be 

defined on 2X  by { }1 2( ) min ( ), ( )A P A P Aμ = , where 

2XA∈  and 1 2, prP P M∈  are defined through their values 

on singletons by { }( )1 1 1/ 4P x = ; { }( )1 2 0P x = , 

{ }( )1 3 3/ 4P x = ; { }( )1 4 0P x = ; { }( )2 1 0P x = ; 

{ }( )2 1 1/ 2P x = , { }( )2 3 0P x = ; { }( )2 4 1/ 2P x = . The 
values of μ  are given in Table 1. It is clear that 

2 monMμ −∉ , because, for example, ( ) ( )A Bμ μ+ >  
( )A Bμ ∪  for { }1 2,A x x= , { }2 3,B x x= . Following the 

first step of Algorithm 1, we get an auxiliary 2-monotone 
set function g  on 2X  with values also shown in Table 
1. Then we need to find a convex distortion function ϕ , 
that is lower than function ψ  (see Fig. 1). The found 
distortion function is also shown in Fig. 1 and can be 
given by the formula 

0.5 , [0,0.5],
( )

0.75 0.125, (0.5,1.5].
x x

x
x x

ϕ
∈⎧

= ⎨ − ∈⎩
 

It easy to check that 0ν  is not Pareto optimal in this case, 
because, for example, 1/8d =  for the set 

{ }1 2 3, ,A x x x=  and according to Algorithm 1, we obtain 
the next approximation 1 2 monM μν − ≤∈  by the rule 



1 0( ) ( )B B dν ν= +  if B A=  and 1 0( ) ( )B Bν ν=  other-
wise. Producing in such a way iterations for sets 
{ }1 3 4, ,x x x , { }2 3 4, ,x x x , { }2 3,x x , { }3 4,x x , we obtain a 
Pareto optimal measure 2 monM μν − ≤∈  with values given 
in Table 1.  

1x  2x  3x  4x  μ  g  
0ν  ν  

0 0 0 0 0 0 0 0 
1 0 0 0 0 0 0 0 
0 1 0 0 0 0 0 0 
1 1 0 0 1/4 1/4 1/8 1/8 
0 0 1 0 0 0 0 0 
1 0 1 0 0 0 0 0 
0 1 1 0 1/2 1/2 1/4 3/8 
1 1 1 0 1/2 3/4 7/16 ½ 
0 0 0 1 0 0 0 0 
1 0 0 1 1/4 1/4 1/8 1/8 
0 1 0 1 0 0 0 0 
1 1 0 1 1/4 1/2 1/4 ¼ 
0 0 1 1 1/2 1/2 1/4 3/8 
1 0 1 1 1/2 3/4 7/16 ½ 
0 1 1 1 3/4 1 5/8 ¾ 
1 1 1 1 1 3/2 1 1 

Table 1. Results for Example 1. 
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Figure 1: The distortion function for Example 1: ϕ  - red 

line; ψ  - blue line. 

Example 2. Let { }1 2 3 4, , ,X x x x x=  and let cohMμ∈  
have the values given in Table 2. We see that 

2 monMμ −∉ , since ( ) ( ) ( ) ( )A B A B A Bμ μ μ μ+ > ∩ + ∪  
for { }1 4,A x x= , { }2 4,B x x= . Then, following the steps 
of Algorithm 1, we can get results that are shown in 

Table 2 and Fig. 2. The distortion function for this case 
can be defined by the formula 

0.5 , [0,2 / 3],
( )

1/ 3, (2 / 3,4 / 3].
x x

x
x x

ϕ
∈⎧

= ⎨ − ∈⎩
 

1x  2x  3x  4x  μ  g  
0ν  1ν  

0 0 0 0 0 0 0 0 
1 0 0 0 0 0 0 0 
0 1 0 0 0 0 0 0 
1 1 0 0 0 0 0 0 
0 0 1 0 0 0 0 0 
1 0 1 0 0 0 0 0 
0 1 1 0 0 0 0 0 
1 1 1 0 2/3 2/3 1/3 2/3 
0 0 0 1 0 0 0 0 
1 0 0 1 1/3 1/3 1/6 1/6 
0 1 0 1 1/3 1/3 1/6 1/6 
1 1 0 1 1/3 2/3 1/3 1/3 
0 0 1 1 1/3 1/3 1/6 1/6 
1 0 1 1 1/3 2/3 1/3 1/3 
0 1 1 1 1/3 2/3 1/3 1/3 
1 1 1 1 1 4/3 1 1 

Table 2. Results for Example 2. 
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Figure 2: The distortion function for Example 2: ϕ  - red 

line; ψ  - blue line. 

It is easy to check that 0ν  is not Pareto optimal in this 
case, because 1/ 3d =  for set { }1 2 3, ,A x x x= , and ac-
cording to Algorithm 1, we obtain a Pareto optimal 
measure 1 2 monM μν − ≤∈  by the rule 1 0( ) ( )B B dν ν= +  if 
B A=  and 1 0( ) ( )B Bν ν=  otherwise. 
Notice that we can indeed apply the proposed algorithms 
to any monotone measure, i.e. μ  need not be a coherent 



lower probability. This case is considered in the next 
example. 
Example 3. Let { }1 2 3 4, , ,X x x x x=  and let monMμ∈  be 

defined by ( ) 1Aμ =  if 1A ≥  and ( ) 0Aμ = . In this 
case the set of all Pareto optimal 2-monotone measures 
coincides with the set of all probability measures on 2X , 
and, by Algorithm 1, we obtain a probability measure 

0ν ν=  defined by { }( ) 1/ 4ixν = , where 1,..., 4i = .  

7.   Concluding remarks 

We have characterized and computed Pareto optimal 
outer approximations of coherent lower probabilities by 
2-monotone measures. Further research includes obvi-
ously the study of the sensitivity of the results with re-
spect to the choice of the approximation.  
Also a closer investigation of some modifications of the 
algorithms is certainly rewarding, in particular in the 
following directions.  
Because in principle the solution of the optimization 
problem is computationally very hard for large n X= , 

it is possible to solve it for some subalgebra 2X⊆B . 
Let ν  be Pareto optimal onB  for some μ  on 2X , then 
its inner extension ν  on 2X  defined by 

|
( ) sup ( )

A A B
B Aν ν

∈ ⊆
=

B

, 2XB∈ , is 2-monotone [14], and 

can be considered as an approximation of a Pareto opti-
mal measure. The same approach can be used for a gen-
eral infinite algebra A .  
In light of the intended application to statistical hypothe-
ses testing, it will also be interesting to replace the linear 
imprecision index in the objective function by the Kull-
back-Leibler distance, which has some close relation to 
the likelihood ratio underlying optimal hypotheses test-
ing.   
Notice that a Pareto optimal measure is not uniquely 
defined even in a case when we use a linear imprecision 
index in the linear programming problem. To get 
uniqueness, it seems to be possible to use the following 
approach: Let 2X=A , where X n= , we have a linear 
order on A  defined by indexing its elements, i.e. 

{ }2

1

n

i i
B

=
=A  and iB  is more preferable than jB  if i j< . 

Then we say that 1 2 monM μν − ≤∈  is more preferable than 

2 2 monM μν − ≤∈  if there is an index k  such that ( )1 iBν =   

( )2 iBν  for 1,..., 1i k= − , and ( ) ( )1 2k kB Bν ν> . 

Another rewarding issue has been raised by one of the 
referees, looking at the so-to-say inverse problem: can 
every Pareto-optimal solution be obtained from a certain 
imprecision index? Irrespective of whether the answer is 
affirmative or not, in any way that would give a vivid 

natural characterization and classification of the Pareto 
optimal solutions.  

Appendix: Canonical sequences of monotone 
measures: main results 
Here we give a brief overview on results concerning 
canonical sequence of monotone measures. The detailed 
description with proofs can be found in [5].  

Let 0μ  be a monotone measure on A , { } 1k k
B ∞

=
Γ =  a 

sequence of sets in A . Then a sequence of monotone 
measures { } 0k k

μ ∞

=
, defined as 

1 1 1( ) ( ) ( ) ( )k k k k k k kA A B B A Bμ μ μ μ− − −= ∪ − + ∩ , 
is called a canonical sequence of monotone measures, 
generated by Γ . It is easy to see that if 0μ  is 2-

monotone, then the sequence { } 0k k
μ ∞

=
 is increasing, i.e. 

0 1 ...μ μ≤ ≤ , and there is a limit ( ) lim ( )kk
A Aμ μΓ →∞

=  for 

all A∈A , and 2 monMμΓ −∈ . If 0μ  is 2-alternating 

(submodular), the sequence { } 0k k
μ ∞

=
 is decreasing, i.e. 

0 1 ...μ μ≥ ≥ , and the limit measure ( ) lim ( )kk
A Aμ μΓ →∞

= , 

A∈A , is also 2-alternating. For our purpose, it is suffi-
cient to consider the finite case where 2X=A , 

{ } 1

m
k k

B
=

Γ = , and mμ μΓ = . 

Two sequences { }1 1

n
k k

B
=

Γ =  and { }2 1

m
k k

C
=

Γ =  in A  are 
called to be equivalent ( 1 2~Γ Γ ) iff 

1 2
μ μΓ Γ=  for any 

generating monotone measure 0μ . 

Theorem 1. Let { } 1

n
A k k

A
=

Γ = ⊆ A . Then there is a in-

creasing sequence of sets { } 1

m
B k k

B
=

Γ = ⊆ A , 

1 2 ... mB B B⊆ ⊆ ⊆ , such that ~A BΓ Γ . Minimal alge-
bras AA  and BA , generated by AΓ  and BΓ  respec-
tively, coincide,  i.e. A B=A A . 

Let monMμ∈  be a monotone measure on A . We call a 
set B∈A  an additive element w.r.t. μ  iff 

( ) ( ) ( ) ( )A A B B A Bμ μ μ μ= ∪ − + ∩  for all A∈A . It is 
easy to check that , X∅  are additive elements w.r.t. any 

monMμ∈  and the set of all additive elements w.r.t. a 
monotone measure μ  is an algebra. 

Theorem 2. Let { } 0n n
μ ∞

=
 be a canonical sequence of 

monotone measures, generated by { } 1n n
B ∞

=
⊆ A . Denote 

by nM  the algebra, consisting of all additive elements 
w.r.t. nμ . Then 

1) 0 1 ... ....n⊆ ⊆ ⊆ ⊆M M M ; 

2) nμ  is additive on nM ; 



3) if nC∈M , then ( ) ( )n kC Cμ μ=  for k n≥ ; 

4) 1 2{ , ,.., }n nB B B ⊆M . 
Notice that the above results imply several important 
consequences, which are used in this paper. In particular, 
let { }1,..., nX x x= . 2X=A , 0 2 monMμ −∈ . Consider a 
canonical sequence of 2-monotone measures, generated 
by { } 1

m
A k k

A
=

Γ = ⊆ A , assuming that the minimal algebra 
containing AΓ  coincides with A . Then, by Theorem 2, 
μ μΓ ≥ , μΓ  is additive on A , i.e. μΓ  is a probability 
measure, and by Theorem 1, there is a maximal chain 

{ } 0

n
B k k

B
=

Γ = ⊆ A  such that 0 1 ... nB B B X∅ = ⊂ ⊂ ⊂ = , 

1\ 1k kB B − = , 1,..,k n= ; μΓ  is uniquely defined by 

( ) ( )0k kB Bμ μΓ = , 1,..,k n= . 

Acknowledgement. We are very grateful to the referees 
for many very helpful and detailed remarks. 
Andrey Bronevich from his side expresses his sincere 
thanks to the German Academic Exchange Service 
(DAAD), Russian Ministry of Education, Ludwig-
Maximilians University and Prof. Dr. Thomas Augustin 
for the research opportunity provided. 
References 

[1] T. Augustin. Optimale Tests bei Intervallwahr-
scheinlichkeit. Vandenhoeck & Ruprecht, Göttingen, 
1998. 

[2] T. Augustin. On data-based checking of hypotheses 
in the presence of uncertain knowledge. In: Gaul, W., 
Locarek-Junge, H. (eds.). Classification in the Informa-
tion Age. Springer. Heidelberg, 1999, pp. 127 – 135.  

[3] T. Augustin. Neyman–Pearson testing under interval 
probability by globally least favorable pairs. Reviewing 
Huber–Strassen theory and extending it to general inter-
val probability. Journal of Statistical Planning and In-
ference 105: 149 – 173, 2002. 

[4] T. Augustin and R. Hable. On the impact of robust 
statistics on imprecise probability models: a review. To 
appear in: Proc. of the the 10th International Conference 
on Structural Safety and Reliability, Osaka, 2009. 

[5] A.G. Bronevich. Canonical sequences of fuzzy 
measures. In Proc. of International Conference on In-
formation Processing and Management of Uncertainty in 
Knowledge-Based Systems (IPMU-2004), Perugia-Italy, 
2004, 8 pp. 

[6] A.G. Bronevich. An investigation of ideals in the set 
of fuzzy measures. Fuzzy Sets and Systems 152: 271 – 
288, 2005. 

[7] A.G. Bronevich. On the closure of families of fuzzy 
measures under eventwise aggregations. Fuzzy Sets and 
Systems 153: 45 – 70, 2005. 

[8] A.G. Bronevich and A.E. Lepskiy. Measuring uncer-
tainty with imprecision indices. In de Cooman, G., Ve-
jnarova. J., Zaffalon, M. (eds.). Proc. of the Fifth Inter-
national Symposium on imprecise probability: Theory 
and Applications, Prague, Czech Republic, 2007, pp. 47 
– 56. 

[9] A. Buja. On the Huber-Strassen theorem. Probability 
Theory and Related Fields 73: 149 – 152, 1986. 

[10] A. Chateauneuf and J.Y. Jaffray. Some characteri-
zations of lower probabilities and other monotone ca-
pacities through the use of Möbius inversion. Mathe-
matical Social Sciences 17: 263 – 283, 1989. 

[11] G. Choquet. Theory of capacities. Ann. Inst. Fou-
rier, 5: 131 – 295, 1954. 

[12] V.I. Danilov. Lectures on Game Theory. Russian 
Economical School, Moscow, 2002. (In Russian) 

[13] A.P. Dempster. Upper and lower probabilities in-
duced by a multivalued mapping. The Annals of Mathe-
matical Statistics 37: 325 – 339, 1967. 

[14] Denneberg D. Non-additive Measure and Integral. 
Dordrecht, Kluwer, 1997. 

[15] I. Gilboa and D. Schmeidler. Updating ambiguous 
beliefs. Journal of Economic Theory 59: 33 – 49, 1993. 

[16] R. Hable. Data-based decisions under imprecise 
probability and least favorable models. International 
Journal of Approximate Reasoning 50: 642 – 654, 2009. 

[17] R. Hafner. Konstruktion robuster Teststatistiken. In: 
Schach, S., Trenkler, G. (eds.). Data Analysis and Statis-
tical Inference. Festschrift in Honour of Prof. Dr. Fried-
helm Eicker. Eul. Bergisch Gladbach, 1992, pp. 145-
160. 

[18] P.J. Huber, V. Strassen. Minimax tests and the 
Neyman–Pearson lemma for capacities. Ann. Statist. 1: 
251–263, 1973. 

[19] G. J. Klir. Uncertainty and Information: Founda-
tions of Generalized Information Theory, Hoboken, NJ: 
Wiley-Interscience, 2006. 

[20] L.V. Utkin and T. Augustin. Powerful algorithms 
for decision making under partial prior information and 
general ambiguity attitudes. In Cozman, F.G., Nau, R., 
Seidenfeld, T. (eds.). Proc. of the Fourth International 
Symposium on Imprecise Probabilities and their Appli-
cations, Pittsburgh (Carnegie Mellon), SIPTA, Manno, 
2005, pp. 349-358. 

[21] P. Walley. Coherent lower (and upper) probabili-
ties. Research Report, University of Warwick, Depart-
ment of Statistics, Warwick, 1981. 

[22] P. Walley. Statistical Reasoning with Imprecise 
Probabilities. Chapman & Hall, London, 1991. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


